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Abstract  In this paper, we are interested in the impact of shape of obstacle roof on the turbulent flow in a wind 
tunnel. Particularly,arched, inclined, pitched and flat roofs obstacles are examined. A three-dimensional flow of a 
fluid is numerically analyzed using the Navier-Stokes equations in conjunction with the standard k-ε turbulence 
model. These equations were solved by a finite-volume discretization method. The comparison between our 
numerical and experimental results shows a good agreement and confirms the numerical method. 
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1. Introduction 
Understanding dispersion processes in urban areas is 

important for modelling air quality as well as pollution 
from accidental or terrorist releases. The chaotic nature of 
turbulent flow and the complexity of the building 
geometry both contribute to making such modelling non-
trivial. Urban geometry affects the mean flow and 
turbulence significantly [1] and there by exerts a strong 
control on dispersion processes [2]. In this context, Ntinas 
et al. [3] predicted the airflow around buildings that is 
challenging due to the dynamic characteristics of wind. A 
time-dependent simulation model has been applied for the 
prediction of the turbulent airflow around obstacles with 
arched and pitched roof geometry, under wind tunnel 
conditions. To verify the reliability of the model an 
experiment was conducted inside a wind tunnel and the air 
velocity and turbulent kinetic energy profiles were measured 
around two small-scale obstacles with an arched-type and 
a pitched-type roof. Luo et al. [4] studied models of 
cuboid obstacles to characterize the three-dimensional 
responses of airflow behind obstacles with different shape 
ratios to variations in the incident flow in a wind-tunnel 
simulation. Wind velocity was measured using particle 
image velocimetry (PIV). The flow patterns behind cuboid 
obstacles were complicated by changes in the incidence 
angle of the approaching flow and in the obstacle's shape 
ratio. Ahmad et al. [5] provided a comprehensive literature 
on wind tunnel simulation studies in urban street 
canyons/intersections including the effects of building 
configurations, canyon geometries, traffic induced 
turbulence and variable approaching wind directions on 
flow fields and exhaust dispersion. Jiang et al. [6] studied 
three ventilation cases, single-sided ventilation with an 

opening in windward wall, single-sided ventilation with 
an opening in leeward wall, and cross ventilation. In the 
wind tunnel, a laser Doppler anemometry was used to 
provide accurate and detailed velocity data. In LES 
calculations, two subgrid-scale (SS) models, a Smagorinsky 
SS model and a filtered dynamic SS model, were used. 
The numerical results from large eddy simulation (LES) 
are in good agreement with the experimental data, in 
particular with the predicted airflow patterns and velocities 
around and within, and the surface pressures over the 
models. Nozawa et al. [7] studied a flow around an obstacle 
under the condition that a turbulent flow is approaching 
the obstacle. The turbulent inflow data were generated for 
both a smooth surface and a rough surface by the proposed 
method. A half-height cube was immersed in the turbulent 
boundary layers with several types of vertical velocity 
profile. Becker et al. [8] studied the structure of the flow 
field around three-dimensional obstacles of different 
aspect ratios in two different types of boundary layers. 
The dimensions of the rectangular block obstacles were 
chosen to represent generic shapes of buildings. In order 
to study the flow field around a building structure in a 
wind tunnel test, the simulation of a boundary layer similar 
to the atmospheric boundary layer was a crucial issue. 
Ikhwan et al. [9] conducted an experimental investigation 
of the flow and pressure chracterestics around pyramidal 
buildings in a boundary layer wind tunnel. The velocities 
of the flow around the pyramids and the pressure 
distribution on the pyramid surfaces were measured using 
2D laser Doppler anemometry (LDA) and standard 
pressure tapping technique, respectively. Eight different 
pyramids (model scale, 1:200) with varying base angles 
were investigated. The mean and fluctuating characteristics 
that distinguish pyramids field around pyramids surfaces 
are described. Kenjeres et al. [10] observed for flows over 
submerged solid obstacles. It is demonstrated that 
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complex flow patterns can be generated by imposing 
magnetic fields of different strengths. The initial validation of 
the electromagnetically extended Navier-Stokes solver on 
unstructured numerical grids is performed in the low-
Reynolds number range 100<Re<400 for different values 
of the magnetic interaction parameter. Santos et al. [11] 
used a mathematical model based on the solution of 
equations of conservation of mass, linear momentum and 
energy with the use of a non-standard k-ε turbulence 
model. The modifications propsed in the k-εmodel are the 
inclusion of the Kato and Launder correction in the 
production of turbulent kinetic energy and the use of a 
modified wall function. Franke et al.[12] developed a 
computational study to solve the Reynolds Averaged 
Navier-Stokes equations with the standard k-ε turbulence 
model. Five cases are computed comprising a 2D beam, a 
wall mounted cube rotated by 45° against the approach 
flow, a cuboid and an array of 21 cuboids. A block 
structured hexahedral, an unstructured tetrahedral and an 
unstructured hybrid mesh of tetrahedral and prisms were 
used for each case. The computed mean velocity components 
were compared with corresponding experimental results. 
Sadaand Sato [13] developed a numerical simulation 
model to predict the instantaneous concentration 
fluctuation of a plume and applied to stack-gas diffusion 
around a cubical building. The flow field, including an 
instantaneous velocity component, was predicted using the 
large eddy simulation (LES) method in the developed 
numerical model. Tominaga and Stathopoulos [14] 
reviewed current modeling techniques in CFD simulation 
of near-field pollutant dispersion in urban environments 
and discussed the findings to give insight into future 
applications. De Paepe et al. [15] simulated five different 
wind incidence angles using a turntable in order to 
quantify their effect on indoor air velocities. The 
responses in local air velocities could largely be attributed 
to the relative position of the end walls of the scale models 
orientated towards the wind. This crucial position allows 
the measured air velocity trends to be explained. The 
estimated airflow rates gradually decreased for larger 
wind incidence angles. Lim et al. [16] presented a 
numerical simulation of flow around a surface mounted 
cube placed in a turbulent boundary layer which, although 
representing a typical wind environment. The simulations 
were carried out at a Reynolds number, based on the 
velocity at the cube height, of 20,000. The results presented 
include detailed comparison between measurements and 
LES computations of both the inflow boundary layer and 
the flow field around the cube including mean and 
fluctuating surface pressures. Melo et al. [17] developed 
two Gaussian atmospheric dispersion models, AERMOD 
and CALPUFF. Both incorporating the PRIME algorithm 
for plume rise and building downwash, are inter compared 
and validated using wind tunnel data. The results show 
that concentrations predicted by AERMOD are in general 
higher than those predicted by CALPUFF, especially 
regarding the maximum mean concentrations observed in 
the near field. Comparison of the model results with wind 
tunnel data showed that both models adequately predict 
mean concentrations further downwind from the facility. 
However, closer to the buildings, the models may over-
predict or under-predict concentrations by a factor of two, 
and in certain cases even larger depending on the 
conditions. 

According to these studies, it’s clear that the study of 
the aerodynamic around the obstacle is very interesting. 
Indeed, the literature review confirms that there is paucity 
on the shape roof obstacle studies. Thus, we are interested 
in this work on the impact of shape of obstacle roof on the 
turbulent flow in a wind tunnel.  

2. Cases Study 
Figure 1 shows the test vein equipped by the considered 

obstacles with arched, inclined, pitched and flat roofs. The 
geometrical arrangements of these obstacles are presented 
is Figure 2. The characteristics parameters are defined by 
the lengths l=118 mm and the height H=153 mm. To 
characterize the Inclined roof, we have introduced the 
second height h=82mm, for the arched and pitched roofs, 
we have introduced the second height clearance c=20mm. 

 

Figure 1. Computational domain 

 

Figure 2. Geometrical arrangements 
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3. Numerical Model 
The used computational fluid dynamic (CFD) code, 

"Solid works Flow simulation" combines a high level of 
functionality and accuracy with ease-of-use. This code is 
based on solving Navier-Stokes equations with a finite 
volume discretization method. The technique consists in 
dividing the computational domain into elementary 
volumes around each node in the grid; it ensures 
continuity of flow between nodes. The spatial 
discretization is obtained by following a procedure for 
tetrahedralinterpolation scheme. As for the temporal 
discretization, the implicit formulation is adopted. The 
transport equation is integrated over the control volume 
[18-23]. 

3.1. Boundary Conditions 
The boundary conditions are required anywhere fluid 

enters the system and can be set as a pressure, mass flow, 
volume flow or velocity. For the inlet velocity we will 
take as a value 0.9 m.s-1 and for the outlet pressure a value 
of 101325 Pa. The same conditions are applied for the 
different considered case studies as shown in Figure 3. 
Knowing that the obstacle is suspended in our domain, 
both the roof top obstacle and the wall of our domain are 
considered as a wall boundary condition. 

 

Figure 3. Boundary conditions 

3.2. Meshing  
Figure 4 shows the mesh in the longitudinal plane 

defined by x=0. The mesh is constructed from the basic 
mesh by refining the basic mesh cells in accordance with 
the specified mesh settings. The basic mesh is formed by 
dividing the computational domain into slices by parallel 
planes which are orthogonal to the global coordinate 
system’s axes. Grid-independency of the computational 
results is discussed in anterior papers. For example, we 
can refer to the paper [18]. In fact, the size of the mesh has 
been changed and the obtained results have been 
compared to the experimental velocity values collected 
from the test section of the wind tunnel. In particular, six 

meshes have been studied. The first case to be treated 
corresponds to a cell of 40 cm. The second case 
corresponds to a cell of 10 cm. The third case corresponds 
to a cell of 5 cm. The fourth case corresponds to a cell of 2 
cm. The fifth case corresponds to a cell of 0.5 cm. The 
latter one corresponds to a cell of 0.1 cm. In all these cases, 
the number of cells is respectively equal to 1348, 3358, 
5635, 10310, 37075 and 193701; which corresponds to a 
coarse mesh in the first case and a refined mesh in the 
sixth case. According to the obtained results, it has been 
noted that the velocity value obtained for the fifth case is 
the closest to the experimentally measured value. Also, it 
has been noted that the resolution time increases with the 
decrease of the size of mesh cells. The different velocity 
profiles seem to have the same appearance but the velocity 
values depends on the cell size. Indeed, the greater the cell 
size gets the more the gap between numerical and 
experimental results is large. The best result regarding 
precision and time is found to be a cell of 5 mm size. This 
choice leads to a better result with regards to the precision 
and the resolution time. 

 

Figure 4. Meshing in the longitudinal plane x=0 

4. Numerical Results 

4.1. Velocity Magnitude 
Figure 5 presents the distribution of the velocity 

magnitude in the longitudinal plane defined by X=0 mm. 
According to these results, it has been noted that the 
velocity is weak in the inlet of the collector. It is indeed 
governed by the boundary conditions value of the inlet 
velocity which is equal to 0.9 m.s-1. In this region, the 
velocity field is found to be uniform and increases 
progressively downstream of the collector. At the test vein, 
an important increase has been noted due to the reduction 
of the tunnel section that causes the throttling of the flow. 
While the upper side of the obstacle is characterized by 
the high velocity, a brutal drop is located behind the 
obstacle. This fact is due to the deceleration of the 
velocity field near the obstacle. In the test vein, the 
velocity keeps increasing till the out of the test section. 
Then, a decrease has been noted through the diffuser 
where the minimum velocity values are recorded in the 
lateral walls of the diffuser. Also, a wake characteristic of 
the maximum value appears in the gap localized between 
the test vein surface and the obstacle. In these conditions, 
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it has been noted that the maximum value of the velocity 
is found with the flat roof model. This fact is due to the 

geometry characteristics causing the perturbation of the air 
flow. 

 

Figure 5. Distribution of the magnitude velocity 

4.2. Velocity Streamlines 
Figure 6 presents the distribution of the velocity 

streamlines in the longitudinal plane defined by X=0 mm. 
According to these results, it has been noted that the 
velocity is weak in the inlet of the collector. Indeed, it is 
governed by the boundary condition value of the inlet 
velocity. In this region, the velocity field is found to be 
uniform and increases progressively downstream of the 
collector. At the test vein, an important increase has been 
noted due to the reduction of the tunnel section that causes 
the throttling of the flow. While the upper side of the 
obstacle is characterized by the high velocity, a brutal 

drop is located behind the obstacle. This fact is due to the 
deceleration of the velocity field while passing by the 
obstacle. In the test vein, the velocity keeps increasing till 
the out of the test section. Then, a decrease on the 
maximum values has been noted through the diffuser 
where the minimum velocity values are recorded in the 
lateral walls of the diffuser. Indeed, a recirculation zone is 
located behind the obstacle. Besides, it has been noted that 
the dead zone is more developed in the region behind the 
inclined and the flat roof obstacles than the arched and the 
pitched roof obstacles. Also, it’s clear that the wake 
characteristic of the maximum values appears in the gap 
localized between the test vein surface and the obstacle. 

 

Figure 6. Distribution of the velocity streamlines 

4.3. Static Pressure 
Figure 7 presents the distribution of the static pressure 

in the longitudinal plane defined by X=0 mm. According 
to these results, it has been noted that the static pressure is 
on its maximum in the inlet of the collector. Besides, it 
has been observed a depression above the obstacle. The 
static pressure decreases out of the test vein and a brutal 
drop of the pressure has been noted just behind the 

obstacle. The distribution of the static pressure shows that 
the depression zones characteristic of the minimum values 
are located in the second half of the wind tunnel through 
the diffuser. The comparison between the roof shape 
conforms that a brutal drop of the pressure has been 
observed just behind the inclined roof obstacle. This is 
due to the dead zone in this area which is more important 
than other shapes. 
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Figure 7. Distribution of theStatic pressure 

4.4. Dynamic Pressure 
Figure 8 presents the distribution of the dynamic 

pressure in the longitudinal plane defined by X=0 mm. 
According to these results, the dynamic pressure is found 
to be weak in the collector inlet and increases gradually 
through the collector as long as the tunnel section gets 
smaller. In the test section, the dynamic pressure keeps 
increasing in the upstream of the obstacle. Indeed, a 

compression zone is recorded in the region located behind 
the obstacle and is developed through the diffuser and in 
its upper side. However, the depression zone is located in 
the downside of the wind tunnel. In the considered gap, a 
wake characteristic of the maximum values appears in the 
obstacle downstream. The comparison between the roof 
shapes confirms that a brutal drop of the pressure appears 
just behind the inclined roof obstacle. 

 

Figure 8. Distribution of the Dynamic pressure 

4.5. Turbulent Kinetic Energy 
Figure 9 presents the distribution of the turbulent 

kinetic energy in the longitudinal plane defined by X=0 
mm. From these results, it has been noted that the 
turbulent kinetic energy is weak in the first half of the 
wind tunnel in the obstacle upstream. A wake 
characteristic of the maximum value of the turbulent 
kinetic energy appears upstream of the obstacle. This 
wake starts in the obstacle corner until the outlet of the 
diffuser. The maximum value of the turbulent kinetic 
energy is found in the inclined roof obstacle model. For 
example, the turbulent kinetic energy is equal to k=2.4 
m2.s-2 with an inclined roof model while it’s equal to 
k=1.9 4m2.s-2 with a flat roof model. 

4.6. Turbulent Dissipation Rate 
Figure 10 presents the distribution of the turbulent 

dissipation rate in the longitudinal plane defined by X=0 
mm. From these results, it has been noted that the 
turbulent dissipation rate is very weak in the first half of 
the wind tunnel in the obstacle upstream. A wake 
characteristic of the maximum values of the turbulent 
dissipation rate appears upstream of the obstacle. This 
wake starts in the obstacle corner until the outlet of the 
diffuser and it’s more important in the inclined roof model. 
In fact, the turbulent dissipation rate is equal to ε=28.9 
W.kg-1 in the considered model and it’s equal to ε=22.7 
W.kg-1 in the pitched roof model. 
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Figure 9. Distribution of the turbulent kinetic energy 

 

Figure 10. Distribution of the turbulent dissipation rate 

 

Figure 11. Distribution of the turbulent viscosity 

4.7. Turbulent Viscosity 
Figure 11 presents the distribution of the turbulent 

viscosity in the longitudinal plane defined by X=0 mm. 

According to these results it has been noted that the 
viscosity is at its minimum in the collector region. After 
crossing the obstacle, the turbulent viscosity increases. 
The wake characteristic of the maximum values is located 
in the outlet of the diffuser. Indeed, it has been noted that 
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the extension of the turbulent viscosity is more developed 
with the inclined roof. For example, with an arched roof 
obstacle model the turbulent viscosity is equal to μt=0.044 
Pa.s. However, it’s equal to μt= 0.045 Pa.s with a pitched 
roof obstacle model. 

4.8. Vorticity 
Figure 12 presents the distribution of the vorticity in the 

longitudinal plane defined by X=0 mm. According to 

these results, it’s clear that the vorticity is weak in the 
collector region and starts increasing after crossing the 
obstacle. The wake characteristic of the maximum values 
of vorticity is reached after hitting the obstacle blade. The 
maximum value of the vorticity is found with the arched 
roof model. In this case, the maximum value is equal to 
81.9 s-1 with the considered model. However, the 
maximum value of vorticity is equal to 66 s-1 with a flat 
roof obstacle model. 

 

Figure 12. Distribution of the vorticity 

 

Figure 13. Prototypes 

5. Comparison with Experimental Results 
The wind tunnel results are used to validate the CFD 

model. The experiment is carried out in the atmospheric 
boundary layer wind tunnel at the National school of 

engineering of Sfax, Tunisia (Figure 13). The simulated 
data are inter polatedat the same grid points as in the wind 
tunnel experiment. As the configuration is replicated from 
the wind tunnel experiment, the CFD model tested using 
the mathematical model is validated against the data 
obtained from the wind tunnel experiments [22]. The 
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results are shown in Figure 14. Values are taken along the 
direction defined by X=0 mm and Z=0 mm. According to 
these results, it’s clear that the velocity value is very weak 
near the obstacle. Outside, the velocity has the maximum 
value. The comparison between the numerical and 
experimental velocity values leads us to the conclusion 
that despite some unconformities, the values are 
comparable. The numerical model seems to be able to 
predict the aerodynamic characteristics of the air flow 
around the obstacle. The computational results tend to 
over-predict the velocity magnitude in comparison to 

experimental results. This fact is due to the using 
instrumentation. In fact, the velocity presents some 
fluctuations and cannot be measured exactly due to the 
anemometer insertion. In this situation, the used 
anemometry measures stable values in every fixed 
position. In the future, the Particle Image Velocimetry 
(PIV) system should be used. The CCD camera can be 
measure the velocity fields around the obstacle. This is 
due to the rapidity and the high technology of the PIV 
system. In this situation, the real value of the velocity 
should be measured in the chosen position. 

 

Figure 14. Velocity in the direction defined by z=0 mm and x=0 mm 

6. Conclusions 
This paper deals with the shape obstacle effect on the 

turbulent flow. Based on the results obtained so far, we 

have noted that the maximum value of the magnitude 
velocity was found in the inclined roof obstacle model. 
Indeed, a brutal drop of the pressure has been observed 
just behind the inclined roof obstacle. This is due to the 
dead zone in this area which is more important than other 
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shapes. The maximum value of the turbulent kinetic 
energy and the turbulent dissipation rate is found with the 
inclined roof obstacle mode. However the maximum value 
of the vorticity is found with the arched roof model. 

These phenomena and recommendations have to be 
considered during the building design location and 
installation. 

Nomenclature 
l length, m 
p straight edge, m 
P pressure, Pa 
Re Reynolds number 
s bucket length, m 
t  time, s 
V velocity magnitude, m.s-1 
x Cartesian coordinate, m 
y Cartesian coordinate, m 
z Cartesian coordinate, m 
ε dissipation rate of the turbulent kinetic energy, 

W.kg-1 
μ dynamic viscosity, Pa.s 
μt turbulent viscosity, Pa.s 
ρ density, kg.m-3 
σk constant of the k-ε turbulence model 
σε constant of the k-ε turbulence model 
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